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Content-based medical image retrieval (CBMIR), a specialized area within 
content-based image retrieval (CBIR), involves two main stages: feature 
extraction and retrieval ranking. The feature extraction stage is particularly 
crucial for developing an effective retrieval system with high performance. 
Lately, pre-trained deep convolutional neural networks (CNNs) have become 
the preferred tools for feature extraction due to their excellent performance 
and versatility, which includes the ability to be re-trained and adapt through 
transfer learning. Various pre-trained deep CNN models are employed as 
feature extraction tools in CBMIR systems. Researchers have effectively used 
many such models either individually or in combined forms by merging 
feature vectors from several models. In this study, a method using multiple 
pre-trained deep CNNs for CBMIR is introduced, utilizing two popular 
models, ResNet-18 and GoogleNet, for extracting features. This method 
combines the feature vectors from both models in a way that selects the best 
model for each image based on the highest classification probability during 
training. The method's effectiveness is assessed using two well-known 
medical image datasets, Kvasir and PH2. The evaluation results show that the 
proposed method achieved average precision scores of 94.13% for Kvasir 
and 55.67% for PH2 at the top 10 cut-offs, surpassing some leading methods 
in this research area. 
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1. Introduction 

*Feature extraction is considered an important 
stage in any content-based image retrieval (CBIR) 
method; different approaches for deep learning and 
pre-trained methods are used for this purpose. The 
retrieval and classification of lung illnesses based on 
lung X-ray images in order to enable early diagnosis 
has been successfully implemented in the literature. 
In a previous survey (Bharati et al., 2020), they 
covered a content-based medical image retrieval 
(CBMIR) system that is based on the ability of neural 
networks with deep layers to identify and classify 
disease-specific features through the use of transfer 
learning techniques. Bharati et al. (2020) also 
extended their study to different deep-learning 
algorithms, which would increase the performance 
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of the system and also be used in real-world 
applications. Using pre-trained deep convolutional 
neural networks (CNNs) combined with a sparse 
features extraction model has shown good 
performance, as in Sezavar et al. (2019). In their 
study, they used deep CNNs and a sparse model and 
extracted the deep features of the image dataset; in 
the end, their model improved the retrieval accuracy. 
A novel hybrid deep learning and machine learning-
based CBIR system that uses a transfer learning 
technique was successfully implemented in 
(Sikandar et al., 2023). The authors of the study 
introduced an innovative combination of deep 
learning and machine learning approaches and 
employed transfer learning to extract features based 
on ResNet-18 and VGG16 pre-trained models and the 
KNN algorithm. Their achievement was improved by 
up to 100%, and they extended their model for use in 
many applications that need CBIR, such as digital 
libraries, historical research, fingerprint 
identification, and crime prevention. A recent 
intensive review study of deep learning-based 
development models for CBIR can be found in Dubey 
(2021). In their survey, the taxonomy used covered 
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different supervision, different networks, different 
descriptor types, and different retrieval types. The 
survey presented in their study will help to develop 
further research in image retrieval using deep 
learning; more related and recent surveys are also 
found in Latif et al. (2019), Fu et al. (2020), and Garg 
and Dhiman (2021). These studies utilized the power 
and effectiveness of pre-trained deep CNNs to 
develop multiple convolutional retrieval methods 
based on the maximum classification probability for 
CBMIR. The main contribution of the paper is 
summarized as follows: 

 
 Extract effective image feature descriptors based 

on the maximum probability of either ResNet-18 
or GoogleNet pre-trained models for both image 
collection and unknown class label query images. 

 Develop an effective retrieval method for CBMIR 
based on the above efficient representative feature 
descriptors. 

 Enhance the retrieval performance of CBMIR using 
the above efficient features extracted based on 
most of the well-known pre-trained deep CNNs 
models. 

 
The rest of this paper is organized as follows: 

Section 2 reviews previous studies and related work. 
Section 3 explains the basic concepts and ideas 
behind the proposed retrieval methods. Section 4 
presents the experimental results and discussion. 
Finally, Section 5 provides the conclusion and 
suggestions for future research. 

2. Related works 

Multichannel deep CNNs were successfully used 
for multilane traffic speed prediction; the power of 
deep CNNs was utilized and extended for use in an 
effective manner to learn the features and 
correlations between individual lanes (Ke et al., 
2020). Also, multiple deep CNNs were implemented 
for large-scale video classification and achieved 
acceptable accuracy results (Karpathy et al., 2014). 
In their study, they showed that the fusion process 
required when using multiple deep CNNs could be 
performed either in the early stages by modifying 
the first layers of convolutional filters and adjusting 
the input layers accordingly or later by placing two 
separate single-frame networks. When using 
multiple deep CNNs, the combination process could 
be performed in different ways, as in Sezavar et al. 
(2019); in their studies, they extracted image 
features via a combination of CNNs and sparse 
representation. They took advantage of the high 
accuracy of deep CNNs and reasonable speed by 
using a sparse model. This sparse approach focuses 
only on a subset of important features instead of all 
image features. The tendency for correctly classified 
images to have higher probabilities was effectively 
investigated for solving classification problems in 
various tasks, including computer vision, natural 
language processing, and automatic speech 
recognition (Hendrycks and Gimpel, 2016). Recently, 

multiple pre-trained CNNs have been used for CBIR 
by combining and fusing the features of different 
images using an enhanced optimization algorithm. In 
their recent studies, deep feature extraction was 
performed by utilizing three deep learning models: 
VGG-16, Inception v3, and Xception (Raju et al., 
2022). The feature matrix of medical images could 
be extracted from fully connected layers of pre-
trained deep CNNs, which were divided into 
branches, and then separate feature extraction was 
done for each branch; finally, multiple features 
flattened were obtained for a single vector (Alappat 
et al., 2021). Some of the well-known pre-trained 
deep CNNs were successfully used to develop 
effective retrieval performance methods for CBMIR 
(Ahmed, 2021; Ahmed and Mohamed, 2021; Ahmed, 
2022; Ahmed et al., 2022). 

3. Methodology 

The general framework of the CBMIR system is 
shown in Fig. 1. As standard, any image retrieval 
process begins with collecting the specific medical 
images used for that purpose, followed by the 
process of pre-processing images. In this research, 
well-known Kvasir medical images used for 
gastrointestinal disease detection were used as the 
main image dataset, which was used in a number of 
previous and recent studies. This is shown in the 
next section, which gives more detail about these 
medical image datasets. No pre-processing 
operations were applied in this study, except the 
process of standardizing the input image sizes when 
entered into the deep learning model to generate 
digital features. The next step in the main framework 
is to pass these images to the multiple pre-trained 
deep convolution neural network (MPCNN) feature 
extraction stage proposed in this study, as shown by 
the red dashed line in Fig. 1. 

After generating the numeric features, the 
similarity calculation stage is performed, in which 
the similarity between an image query posted by the 
user and all of the images in the image database is 
calculated using one of the well-known similarity 
coefficients. This study uses the Euclidean distance 
standard similarity measure, which is the most 
widely used in retrieval processes in general and 
image retrieval operations in particular. Finally, the 
sorting and retrieval stage is performed, in which the 
retrieved images are arranged in descending order, 
placing images with the highest similarity at the top. 
In this final stage, the retrieval model retrieves 
images that are most similar to the user query. The 
process of MPCNN feature extraction, shown by the 
dashed line, represents the proposed contributions 
in this study; this process is explained in detail in the 
current section. The proposed multiple pre-trained 
deep convolution neural networks MPCNNsRM, as 
shown in the general framework by a dashed line, is 
elaborated in Fig. 2. Similar to most CBMIR systems, 
this proposed method is divided into two parts or 
phases: the offline phase and the online phase. The 
first phase is executed only once for the image 
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database or with the addition of new medical images, 
while the second phase is carried out with every 
process of querying the retrieval system by the user. 

All of the remaining computational processes are 
only based on the numerical features that were 
generated. 

 

 
Fig. 1: Workflow of the CBMIR method with our proposed multiple deep CNNs models 

 

During the offline phase, all collected training 
images were used for feature extraction using well-
known pre-trained deep CNNs, ResNet-18, and 
GoogleNet. These pre-trained models were adapted 
for feature extraction by retraining the high-level 
layers while using the weights from the low-level 
layers, leveraging transfer learning concepts. All 
medical images were input with class labels during 
this phase. The maximum classification probability 
for all images was estimated by the two selected pre-
trained CNNs, and their feature vectors were used as 
feature representatives for the entire dataset. The 

same method was applied to extract feature vectors 
from query images, but instead of using class labels, 
an auto-encoder was used. After calculating 
similarity, retrieval performance was measured in 
terms of recall and precision for the top ten retrieved 
images. The following two algorithms describe the 
proposed method. For each image query, the 
maximum classification probability from the two 
pre-trained CNNs was selected, and the feature 
vector was used as the feature representative for the 
query image. 

 

 
Fig. 2: Proposed multiple deep convolution neural networks model for medical feature extraction and retrieval 
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Algorithm 1: Feature extraction phase algorithm  
Input: image collection for all classes  
Output: feature vector for testing images  
1: Start 
2: Split image collection into (0.6) training (m) and (0.4) 
testing (n) 
2: For i = 1: m // number of images in training collection 
3: re-train ResNet-18 and GoogleNet based on image classes 
4: End // for1 
5: For i = 1: n // number of images in test collection  
6: compute classification label and classifier prob for 
ResNet-18 and GoogleNet 
7: if ResNet-18 Prob > GoogleNet Prob 
8:   ResNet-18_Features = Feature vector extracted using 
ResNet-18 
9: else 
10: Google_Features = Feature vector extracted using Google 
11: End  
12: Image_Features=[ ResNet-18_Features; 
Google_Features] 

13: End // Start 
 
Algorithm 2: Image Retrieval Phase Algorithm  
Input: medical image from unknown classes  
Output: top relevant images  
1: Start 
2: Read an image as query image 
3: generate the auto encoder for an image and used it as a 
class label 
4: compute classification label and classifier prob using 
ResNet-18 and GoogleNet for query image 
5: if ResNet-18 Prob > GoogleNet Prob 
6: Query_Features = Feature vector extracted using ResNet-
18 

7: else 
8: Query_Features = Feature vector extracted using Google 
9: Calculate the similarity measure between query feature 
vector and all images features 
10: Calculate top retrieved top images and calculate an 
average recall and precision  
11: End if 
12: End // start 

3.1. Medical image dataset 

Datasets of Kvasir images (Pogorelov et al., 2017) 
and PH2 images (Mendonça et al., 2013), two of the 
most popular medical image databases, were used in 
this study's experiments. The updated Kvasir 
software includes 4,000 colored endoscopic images 
with professional annotations. Based on medical 
perception and concern, these 500 images in each of 
the eight classes that make up this dataset were 
grouped together. A collection of 200 dermoscopic 
images separated into three classifications makes up 
the second dataset, which is intended for research 
and benchmarking. Samples of these two medical 
images are shown in Fig. 3; these two datasets were 
used in previous studies (Ahmed, 2020; Ahmed and 
Malebary, 2020; Ahmed et al., 2023). After the 
successful implementation of our proposed method, 
the results of effective retrieval performance will 
help in the area of gastrointestinal image indexing 
and retrieval, thus facilitating the process of case-
based learning and diagnosis-based methods. 

  

  

(a) (b) 

Fig. 3: Image sample for (a) Kvasir dataset and (b) PH2 dataset 
 

3.2. Evaluation measures 

Two evaluation measures were used in this 
study, as in many related studies: recall and 
precision. Both of these measures were calculated 
using the top 10 and top 20 relevant retrieved 
images. The following two evaluation measures can 
be explained as follows: 
 

precision =
number of relevant images retrieved

total number of retrieved images
  

recall =
number of relevant images retrieved

total number of relevant images
  

4. Experimental results and discussion 

As shown in the general diagram for medical 
image retrieval, as well as in the diagram for merging 
two trained network models for CBMIR, as given in 
Figs. 1 and 2, the retrieval process generally takes 
place in two stages. The first stage is that in which all 
medical images are used for the purpose of 
extracting numeric features, while the second stage 
is very important, as the accuracy of the retrieval is 

based and calculated upon this. At this stage, a 
number of images from each class could be selected 
as an image query, and then the retrieval 
performance could be calculated. Here, recall and 
precision are used as the main performance 
measures, and all of our results are computed at a 
cut-off top 10 and top 20. This will be explained in 
the following paragraphs. 

In this study, the main experiment was 
performed to evaluate and prove the best retrieval 
method based on MPCNN image features. To reach 
this goal, three different results were reported: two 
retrieval results based on ResNet-18 and GoogleNet 
features individually and the third result based on 
our proposed multiple deep CNN features. For all 
three types of experiments, five images were 
selected randomly from each image class for both 
datasets. Average precisions for each class, as well as 
for all classes, are presented in Table 1 and Table 2 
for the Kvasir and PH2 datasets (for both the top 10 
and top 20), respectively. The first observation of 
Table 1 for Kvasir images shows that the average 
precisions are 94.13% and 91.38% for both cut-off 
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top retrievals, which outperformed each of the 
ResNet-18 and GoogleNet models. Also, all average 
precisions for the eight classes in a combined 
method for the top 10 are superior to all average 
values in GoogleNet and all seven classes in ResNet-
18, except for the first DLP class, where ResNet-18 
showed the best results. A similar observation could 
be seen for the top 20 results, in which the combined 
method showed the best performance. The best 
retrieval performance could also be observed from 
Table 2 for PH2 images, in which the combined 
method has the highest average precision while 
ResNet-18 and GoogleNet have similar results for 
both the top 10 and top 20 cut-off values. 

Precisions and recalls at different cut-off values 
were compared for the three retrieval methods and 
two datasets; the results are presented in Figs. 4a 
and 4b. The upper behavior of the lines shows the 
combined method for recall; precision plotting 
indicates the best retrieval performance for the 
proposed retrieval method, while ResNet-18 was 
better than GoogleNet. Similar observations could be 
noted from Figs. 5a and 5b, which show numbers of 
retrieved images at different cut-off precision values. 

 
Table 1: Precision at top 10 and top 20 for Kvasir Images 

 ResNet GoogleNet MPCNNsRM 
10 

DLP 0.9500 0.8200 0.9400 
DRM 0.8300 0.8800 0.9300 

Esophagitis 0.6300 0.6700 0.8500 
Normal caecum 0.9800 0.9800 1.0000 
Normal pylorus 0.9300 0.9500 0.9800 

Normal z line 0.7100 0.8000 0.8800 
Polyps 0.9800 0.9200 1.0000 

Ulcerative colitis 0.9000 0.8600 0.9500 
Average 0.8638 0.8600 0.9413 

20 
DLP 0.8150 0.8450 0.9100 
DRM 0.8400 0.8550 0.9100 

Esophagitis 0.6600 0.6700 0.7100 
Normal caecum 0.9900 0.9200 0.9900 
Normal pylorus 0.9450 0.9100 0.9850 

Normal z line 0.7950 0.7100 0.8950 
Polyps 0.9200 0.9850 0.9900 

Ulcerative colitis 0.8300 0.8300 0.9200 
Average 0.8543 0.8400 0.9138 

 
Table 2: Precision at top 10 and top 20 for PH2 Images 

 ResNet GoogleNet MPCNNsRM 
10 

Normal 0.3800 0.3800 0.4900 
Atypical nevus 0.3800 0.4200 0.5300 

Melanoma 0.5700 0.5000 0.6500 
Average 0.4433 0.4333 0.5567 

20 
 ResNet GoogleNet MPCNNsRM 

Normal 0.4200 0.4200 0.4400 
Atypical nevus 0.3900 0.3900 0.5100 

Melanoma 0.4300 0.4400 0.6100 
Average 0.4133 0.4167 0.5200 

 

More analysis of the results was performed using 
the Kendall W concordance test (Sidney, 1957) and 
upper and lower bounds of confidence intervals. The 
Kendall W test is widely used for comparing and 
ranking a group of retrieval methods or coefficients; 
it has been used in many studies to compare 
information and CBIR retrieval methods (Ahmed et 
al., 2014; Yang et al., 2020; Voorhees et al., 2022). In 
this study and many similar retrieval performance 

evaluations and rankings, the inputs for this 
significant test are the average precision values per 
class, while the outputs of the test are the Kendall 
coefficient (W) and the associated level of ranking or 
significance (P). After performing this test for both 
datasets, the results are presented in Table 3, in 
which the ranking order of the combined method has 
the best performance at the related confidence (W) 
percentage values. The other analytical results of the 
precision performance bound are shown in Figs. 6a 
and 6b for both datasets. 

 
Table 3: Ranking of different retrieval methods for three 
retrieval methods using Kendall w test of precision values 

for two data sets (at top 10 and 20) 
Dataset W P Ranking 

Top 10 
Kvasir 59.3 0.090 MPCNNsRM > GoogleNet > ResNet 

PH2 81.5 0.086 MPCNNsRM > ResNet > GoogleNet 
Top 20 

Kvasir 70.4 0.060 MPCNNsRM > GoogleNet > ResNet 
PH2 93.3 0.061 MPCNNsRM > GoogleNet >ResNet 

 

For the comparison purposes, our findings and 
retrieval results in this study are compared with six 
similar methods: CBGIR-GPD (Hu et al., 2021), MIRS 
(Kasban and Salama, 2019), OCAM (Öztürk et al., 
2023), SIFT-mLBP (Satish and Supreethi, 2017), 
VLAD (Spyromitros-Xioufis et al., 2014) and RFRM 
(Ahmed, 2020), as shown in Table 4. The first 
method implemented a modified version of ResNet-
18 for generating binary hash codes for Kvasir, while 
the second method used wavelet optimization and 
adaptive block truncation coding. The third 
approach used an opponent class adaptive margin 
loss method, while the fourth utilized the relevance 
feedback Bayesian network after the SIFT-modified 
LBP descriptor for multi-modal medical images. The 
fifth method implemented quantification in large-
scale image retrieval, while the last comparison-
based method applied a relevance feedback retrieval 
method based on voting processes. Finally, visual 
results for the three retrieval methods are shown in 
Fig. 7 and Fig. 8, which illustrate a sample of the top 
retrieved images for some classes of two datasets. 

 
Table 4: Image retrieval performance compared with 

different retrieval approaches 

Method Dataset 
Precision 

@P10 
Precision 

@P20 
CBGIR-GPD Kvasir 0.9270±0.006 - 

MIRS Kvasir 0.6120 0.5980 
MIRS VIA -ELCAP CT 0.9390  0.9140 
OCAM Kvasir 0.9075 0.8897 

SIFT-mLBP Mammogram 0.8800 - 

VLAD Multi-modal - 
0.9061 

±0.00459 
RFRM Kvasir 0.8500 0.8625 

MPCNNsRM 
(Ours) 

Kvasir 0.9413 0.9138 

5. Conclusion 

In this study, a multiple pre-trained deep 
convolution neural networks-based retrieval method 
(MPCNNsRM) for CBMIR was proposed and 
developed. 
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(a) Kvasir images (b) PH2 images 

Fig. 4: Recall and precision 
 

  
(a) Kvasir images (b)  PH2 images 

Fig. 5:  Average precision at different top 
 

 
(a) For Kvasir images 

 
(b) For PH2 images 

Fig. 6: Precisions performance bounds 
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Fig. 7: Sample images retrieved for some classes of Kvasir images using MPCNNsRM (Red frames show false retrieved 

images) 
 

 
Fig. 8: Sample images retrieved for all classes of PH2 images using MPCNNsRM (Red frames show false retrieved images) 

 

After using these well-known pre-trained deep 
CNN models, two main benefits were achieved. First, 
the high-performance capabilities of recent deep 
learning models were utilized. Second, combining 
feature extractions from multiple models improved 
retrieval performance. This combination created 
informative and accurate image features. The 
retrieval performance, measured by recall and 
precision, surpassed some of the most well-known 
methods in this field, as shown in the comparison 
table. Additionally, our method is simple and cost-
effective because it uses existing high-performance 
deep learning models. For future work, more than 
one pre-trained deep CNN model can be used for 
feature extraction. Simple fusion methods or 
classification probabilities based on weight and 
voting approaches could be employed to combine 
the image feature vectors. 
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