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This study examines web application performance testing by focusing on 
responsiveness, throughput, and scalability to evaluate the effectiveness of 
computer systems, networks, and software applications. It assesses a specific 
protocol's performance through four tests: performance load, process start-
up time, web application infrastructure, and resource allocation. Using 
Apache JMeter, tests were conducted on the RSMD and E-government 
websites. The results revealed instability and performance degradation in 
the RSMD website over time, with server-to-client response time increasing 
as the test duration and load increased. The E-GOV website's performance 
initially appeared stable but also degraded over time. A test ramp time of 10 
seconds and five looping iterations showed significant performance 
degradation. Future research should address these issues to improve web 
application performance under load conditions. The study also discusses 
testing tools, including JMeter, for evaluating website performance under 
various load conditions. Key findings include the instability of the RSMD 
website and the performance deterioration of the E-GOV website, especially 
in scenarios with a 10-second ramp time and five loop iterations. These 
insights provide valuable guidance for developing strategies to optimize 
website performance under high-traffic conditions. 
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1. Introduction 

*The integration of network and client/server 
software has revolutionized remote operations on 
the World Wide Web (WWW), facilitating seamless 
communication and interaction among computers 
within users' vicinity. This technological evolution 
has catalyzed the proliferation of various web 
applications, spanning from e-commerce platforms 
to social media networks. However, ensuring the 
quality and compatibility of these web applications 
across diverse devices and software environments 
poses a substantial challenge for the industry. 
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Consequently, a significant amount of time, up to 
40% in some cases, is dedicated to testing web 
application software to guarantee its functionality, 
performance, and reliability (Saia et al., 2022). 

Performance testing assumes a pivotal role in 
evaluating the performance of web applications 
under specific workloads. By subjecting applications 
to various testing conditions, performance testing 
tools such as Apache JMeter, LoadRunner, and 
Gatling empower developers to measure key 
performance metrics like response time, throughput, 
and resource utilization. This systematic evaluation 
aids in identifying potential bottlenecks and 
performance issues, enabling developers to optimize 
the application for an enhanced user experience 
(Abbas et al., 2017). Despite the criticality of 
performance testing, a gap persists in understanding 
the optimal integration of performance testing 
methodologies and tools for web application 
optimization. Additionally, the collaborative role of 
stakeholders in the performance testing process 

http://www.science-gate.com/
http://www.science-gate.com/IJAAS.html
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:h.alkhawaja@anu.edu.jo
https://doi.org/10.21833/ijaas.2024.09.023
https://orcid.org/0000-0003-4607-9394
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://crossmark.crossref.org/dialog/?doi=10.21833/ijaas.2024.09.023&amp;domain=pdf&amp


Alnuhait et al/International Journal of Advanced and Applied Sciences, 11(9) 2024, Pages: 214-226 

215 
 

remains underexplored. Understanding how 
stakeholders, including business representatives, 
enterprise architects, software developers, testers, 
and system administrators, contribute to the 
performance testing process is imperative for 
achieving comprehensive optimization and ensuring 
the successful deployment of web applications. 

To bridge this gap, this study endeavors to 
develop a comprehensive framework for 
performance testing in web application 
development. By investigating stakeholder 
involvement, evaluating testing tools across diverse 
scenarios, and offering practical recommendations 
for optimization, this research seeks to enhance the 
understanding of performance testing practices and 
their impact on web application performance and 
reliability. Through these objectives, the study aims 
to contribute to existing knowledge by providing 
insights into the holistic approach to performance 
testing in web application development. 

2. Performance testing tools and stakeholder 
collaboration 

Numerous performance testing tools are 
available to assess the performance of web 
applications, such as OpenSTA (Putri et al., 2017), 
LoadStorm (Shaw, 2000), Grinder with Jython APIs 
(Alhroob et al., 2020), NeoLoad, and JMeter 
(Iranpour and Sharifian, 2018). The selection of a 
suitable tool depends on various factors, including 

the type of application, testing objectives, scalability 
requirements, and the tester's familiarity with the 
tool (Althunibat et al., 2022). Therefore, it is crucial 
to evaluate and choose the most appropriate tool 
tailored to the specific needs of the performance 
testing project. Table 1 provides an overview of 
these tools, detailing their measurements and 
techniques employed in performance testing. 
Additionally, the practice of performance testing 
involves collaborative efforts among multiple 
stakeholders, including business representatives, 
enterprise architects, software developers, testers, 
database administrators, system administrators, and 
network administrators (Agnihotri and Phalnikar, 
2018). Each stakeholder plays a pivotal role in 
ensuring that the system or application can manage 
the expected workload and meet performance 
requirements. This collaborative approach is 
essential for identifying and resolving performance 
issues and bottlenecks effectively. Through insights 
gained from performance testing, such as network 
utilization, database read/writes, and view counts, 
teams can address areas that require optimization, 
thereby enhancing the overall performance and 
reliability of web applications. Stress testing, a key 
aspect of performance testing, helps identify 
potential bottlenecks and issues that may arise when 
the system is under significant load, enabling 
proactive resolution before deployment in a 
production environment. 

 
Table 1: The similar purpose for testing tools 

Test tools Measurements Techniques 

OpenSTA Performance web application environment 

The collection task is to create performance data to generate HTTP/S 
load by creating, planning, and configuring. The product script includes 
six sections: environment, section, definition, variables, timers, cookies, 

code record, and web session (production scenario) 
LoadStorm Performance testing, load testing, stress test Design test scenarios and plan a load test 

Grinder and Jython APIs Performance test 
Load tests depend on protocols and testing scripts due to controlling and 

monitoring 

NeoLoad Load test, stress test 
Load testing in the virtual user validates user behavior and behavior 
using logical actions. Log in to accounts and values, validate keys, and 

define user types 

JMeter 
Load test functional behavior (test 

functions), performance 
Build test plan, load and saving elements, configuration tree elements, 

saving test plan, running test plan, and reporting 

Apache JMeter 
Load test functional behavior (test 

functions), performance 
Build test plan, load and saving elements, configuration tree elements, 

saving test plan, running test plan, and reporting 

 

3. Literature survey 

Within the domain of web application 
performance testing, a considerable body of 
scholarly investigations has been conducted. These 
rigorous inquiries employ a diverse range of 
methodological approaches, encompassing 
methodologies such as load testing and stress 
testing, to assess the performance of critical 
components, including web servers, databases, and 
web applications. 

Certain research endeavors focus on the precise 
evaluation of discrete elements, such as individual 
web servers and databases. In contrast, other studies 
adopt a comprehensive perspective, scrutinizing the 
holistic performance of entire web applications. 

Numerous research initiatives also delve into an 
analysis of resource utilization metrics, which 
include CPU and memory usage, aiming to shed light 
on the impact of specific web application 
components on performance outcomes. 

Additionally, select studies undertake 
comparative assessments of various web platform 
implementations, such as different web servers or 
programming languages, with the overarching goal 
of identifying the most effective performers within 
this specialized domain. Furthermore, a subset of 
scholarly contributions provides comprehensive 
performance test results for specific web 
applications. This dedication serves the valuable 
purpose of aiding in the identification and resolution 
of performance-related issues that are unique to 
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these specific applications (Staegemann et al., 2021; 
Karim and Adnan, 2019). 

Performance testing and evaluation of PReWebD, 
a.NET technique for implementing web applications, 
would involve analyzing various metrics such as 
response time, throughput, and resource utilization 
of the web application when subjected to diverse 
levels of load and stress (Milani Fard et al., 2014). 
This can be done using various tools and techniques, 
such as load testing, stress testing, and 
benchmarking. The results of the performance tests 
should be carefully analyzed and compared to the 
application's performance requirements to 
determine if the technique is suitable for use in web 
application development. 

Zeebaree et al. (2020) developed a framework 
using .NET technology with Internet Information 
Server (IIS 5.1) as the web server and Microsoft SQL 
Server as the database server. They evaluated the 
performance of this framework for developing web 
applications. The authors used Mercury LoadRunner 
to assess key attributes such as reliability and 
scalability. Various performance parameters were 
tested, including hits per second, response time, 
throughput, and errors per second, to ensure the 
stability, reliability, and quality of the applications. 
The study discusses performance challenges in web-
based e-commerce applications and reviews 
performance tools that can help software developers 
identify bottlenecks. It also lists the best platform 
options for designing web applications and choosing 
optimal configurations. 

An architecture for testing the performance of 
web services involves evaluating how well a web 
service handles specific loads, concurrency, and 
different conditions. Several key aspects are 
important when testing web service performance: 

 
1. Load testing: Simulates a high number of 

concurrent users or requests to assess how well 
the web service manages heavy traffic. 

2. Stress testing: Pushes the web service beyond its 
limits to identify bottlenecks and performance 
issues. 

3. Endurance testing: Simulates a prolonged, 
sustained load to evaluate the service's 
performance over time. 

4. Scalability testing: Determines how well the 
service adapts to increasing numbers of users or 
requests. 

5. Functional testing: Ensures the web service 
functions correctly and returns expected results. 

6. Security testing: Verifies that the web service is 
secure and resistant to common attacks. 

 
After testing, the results should be analyzed, and 

any identified issues should be resolved by the 
development team. It is also essential to have a plan 
for continuous monitoring and testing to ensure the 
web service maintains its performance over time 
(Kalita and Bezboruah, 2012; Bora et al., 2022; 
Zeebaree et al., 2020). 

It is important to recognize that performance 
testing is a complex process that requires thorough 
planning and careful execution. Using specialized 
tools and frameworks such as Apache JMeter, 
Gatling, and LoadRunner can greatly assist in 
conducting effective performance testing. Several 
research studies have utilized Apache JMeter to 
assess the performance of e-government systems. 
These studies typically focus on evaluating how well 
these systems manage high levels of traffic and 
concurrency, as well as how they perform under 
varying conditions. 

Aazam et al. (2018) pointed out that the objective 
was to evaluate the performance of an e-government 
service using load testing techniques. The study used 
Apache JMeter to simulate a high number of 
concurrent users accessing the e-government service 
and measured the service response time and 
throughput under different load conditions. The e-
Government service found that it was able to handle 
the load without significant performance issues. The 
study also found that the response time of the 
service remained consistent under different load 
conditions, and the throughput of the service 
increased as the number of concurrent users 
increased. The study concluded that load testing 
techniques, such as those used in the study, can be 
effectively used to evaluate the performance of e-
government services and identify any potential 
issues that need to be addressed. The results of this 
study can help to improve the performance of e-
government services and ensure that they can 
handle high levels of traffic and concurrency. 

Pradeep and Sharma (2019) compared the 
performance of NoSQL and SQL databases in the 
context of e-government systems. The study aimed 
to evaluate the response times of NoSQL and SQL 
queries and compare the performance of these two 
database types under different load conditions. 
Using Apache JMeter, they simulated a high number 
of concurrent users accessing the e-government 
service and measured the response times for both 
NoSQL and SQL queries. 

The study also examined the scalability of the 
service and its ability to handle high traffic and 
concurrency. The results showed that NoSQL 
databases had faster response times, particularly 
when dealing with large data sets. Furthermore, 
NoSQL databases were found to be more scalable 
and better suited for handling high levels of traffic 
and concurrency. The study concluded that NoSQL 
databases are more appropriate for e-government 
systems, offering superior performance and 
scalability compared to SQL databases. These 
findings can guide e-government systems in 
selecting the most suitable database technology to 
manage high traffic and concurrency effectively. 

Sedek et al. (2014) emphasized the need for an 
integrated architecture to unify diverse e-
government services within a single portal. To 
achieve this, the study recommends a hybrid 
approach that combines Service-Oriented 
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Architecture (SOA) and Enterprise Application 
Integration (EAI). 

SOA is a framework that promotes modular, 
loosely coupled software components, referred to as 
services. These services are self-contained units of 
functionality that can be combined to perform 
specific tasks or deliver business capabilities. SOA 
enhances interoperability and flexibility by enabling 
different applications and systems to communicate 
through standardized interfaces. In e-government 
services, SOA allows the creation of reusable services 
that can be integrated to provide a seamless and 
efficient user experience. For example, a single 
portal could allow citizens to apply for a passport, 
pay taxes, and renew their driver's license, with each 
service implemented as a separate SOA module. 

EAI focuses on connecting various software 
applications and systems within an organization. It 
uses middleware and integration technologies to 
facilitate real-time data exchange and workflow 
automation. In e-government services, EAI plays a 
critical role in integrating the underlying systems 
and databases supporting these services. For 
instance, EAI could connect the passport application 
system with the tax payment and driver's license 
renewal systems, ensuring that citizens' data is 
synchronized across all services. 

The study also highlights the importance of using 
performance testing tools, such as Apache JMeter, to 
assess the efficiency and reliability of integrated e-
government services. These tools simulate various 
user interactions and high traffic levels to identify 
bottlenecks, performance issues, and concurrency 
problems. By leveraging these insights, e-
government systems can optimize service 
integration to accommodate heavy loads and 
multiple user interactions seamlessly. 

Furthermore, analyzing the design and user 
requirements of an online taxation portal for Nepal 
involves evaluating key factors like ease of use, 
accessibility, and functionality. This includes 
assessing the user interface, navigation, and design 
to ensure they are intuitive and user-friendly. 
Additionally, the analysis must consider the specific 
needs of Nepalese taxpayers, such as common tax 
types, required information, and cultural or language 
factors. Testing the portal with a representative 
group of users would provide feedback on the user 
experience and highlight areas for improvement 
(Alhyari et al., 2013; Flores et al., 2018). 

When testing e-government systems, it is 
essential to develop test scenarios that simulate 
realistic user interactions with the system. Different 
types of users may access the system, each with 
unique use cases and scenarios that must be 
considered during testing. Additionally, the various 
types of transactions that users might perform, along 
with their expected loads, should be taken into 
account. Testing the system under different loads, 
including varying numbers of users and transaction 
types occurring simultaneously, helps identify any 
bottlenecks or performance issues that may arise 
under high-traffic conditions. 

Federated Single Sign-On (SSO) is a valuable 
technique for enhancing the usability and security of 
e-government systems. It allows users to 
authenticate with a single set of credentials across 
multiple systems. This is particularly beneficial in e-
government interoperability frameworks, where 
users often need to access multiple services to 
complete a task (Sedek et al., 2014).  

Federated SSO significantly improves the 
effectiveness of e-government interoperability by 
enabling users to seamlessly access multiple services 
with one set of credentials, eliminating the need for 
repeated authentication. This process is made secure 
through established protocols such as SAML, OpenID 
Connect, and OAuth, which enable the secure 
exchange of authentication and authorization data 
between a central Identity Provider (IdP) and 
various Service Providers (SPs). 

The implementation of Federated SSO within e-
government systems offers several key benefits, 
including enhanced convenience for users, improved 
security, and streamlined access to multiple services 
within a unified framework: 
 
a. Improved usability: Federated SSO simplifies the 

user experience by eradicating the requirement to 
remember and input numerous usernames and 
passwords. 

b. Enhanced security: The centralization of the 
authentication process streamlines the 
incorporation of robust security measures, 
including the implementation of multi-factor 
authentication for heightened protection. 

c. Increased transparency: Federated SSO offers an 
invaluable audit trail of user access, simplifying 
the monitoring of system interactions and user 
activities. 

d. Reduced administrative burden: Adopting 
Federated SSO diminishes the necessity for each 
individual e-government system to independently 
devise and maintain authentication mechanisms. 

 
The transformative benefits of Federated SSO are 

built upon key protocols that provide the foundation 
for its security and functionality: 

 
 SAML (Security Assertion Markup Language): 

SAML is an XML-based protocol designed to 
securely exchange authentication and 
authorization data. It is particularly effective in 
improving user authentication across multiple 
applications in web-based SSO environments. 

 OpenID Connect: Built on OAuth 2.0, OpenID 
Connect adds an identity layer that standardizes 
how applications verify user identities via an 
authorization server and retrieve basic user 
profile information. 

 OAuth (Open Authorization): OAuth enables third-
party applications to access user resources 
without revealing their credentials. OAuth 2.0, the 
latest version, is widely used for authorizing 
access to APIs and resources, known for its 
flexibility and strong security features. 
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In conclusion, Federated SSO, powered by 
protocols like SAML, OpenID Connect, and OAuth, is 
a compelling solution for improving usability, 
security, and administrative efficiency within e-
government interoperability frameworks. Its 
adoption streamlines user experiences while 
enhancing the transparency and security of 
government services (Althunibat et al., 2021a; 
Agnihotri and Phalnikar, 2018). 

However, implementing Federated SSO is 
complex and requires careful consideration of 
technical and organizational requirements, including 
infrastructure, standards, and policies. Legal and 
regulatory requirements specific to the country or 
region where the e-government system is deployed 
must also be addressed. In summary, Federated SSO 
is a powerful tool for improving the usability and 
security of e-government systems within an 
interoperability framework (Imam et al., 2021), but a 
thorough evaluation of technical, organizational, and 
legal factors is necessary before implementation. 

JMeter is a versatile performance testing tool that 
can be used to assess the performance of various 
web applications, including e-government services. 
It simulates multiple user requests and measures 
system response times and throughput, helping to 
identify bottlenecks before they affect real users. 
JMeter also supports functional testing and can 
integrate with other tools for more advanced testing 
scenarios. A significant advantage of JMeter is its 
high level of customization. Test elements in JMeter 
can be tailored to meet specific testing requirements. 
For instance, it offers a variety of samplers that 
generate different types of loads, such as HTTP 
requests, database queries, and JMS messages. 
Additionally, JMeter includes assertion checkers to 
verify various aspects of the system's response, 
including HTTP status codes, response times, and 
content verification (Mecca et al., 2016; Thatmann et 
al., 2012). 

4. Methodology 

This section outlines the research methodology 
employed to conduct the performance testing and 
stakeholder collaboration analysis in web 
application development. The methodology 
encompasses several phases, including the 
development of a proposed model, empirical 
evaluation, and analysis of the results. 

4.1. Development of the proposed model 

1. Model design: The proposed model was 
conceptualized to include six distinct phases: 
starting a scenario, determining thread elements, 
setting up the start-up phase, configuring HTTPS 
requests, ongoing performance testing, and 
analyzing test results. This model was designed to 
facilitate structured performance testing of web 
applications. 

2. Model implementation: The conceptualized model 
was translated into a practical framework, 

incorporating tools and techniques conducive to 
performance testing. This involved the utilization 
of software tools such as JMeter to execute the 
performance tests according to the defined phases. 

4.2. Empirical evaluation 

1. Setup and configuration: The JMeter tool was 
configured according to the parameters defined in 
the proposed model, including ramp-up periods, 
loop counts, and thread ranges. Additionally, 
specific test scenarios were formulated to assess 
the performance of web applications under 
varying load conditions. 

2. Execution of test scenarios: Four distinct test 
scenarios were executed, each with different 
ramp-up periods, loop counts, and thread ranges. 
These scenarios aimed to simulate realistic load 
conditions and comprehensively evaluate the 
performance of the target web applications. 

3. Data collection: During the execution of test 
scenarios, relevant performance metrics such as 
response times, error rates, and success rates were 
collected. These metrics were systematically 
recorded to facilitate subsequent analysis and 
interpretation of the test results. 

4.3. Analysis of results 

1. Quantitative analysis: The collected performance 
metrics were analyzed quantitatively to identify 
trends, patterns, and correlations. This involved 
statistical analysis techniques to derive meaningful 
insights into the performance characteristics of the 
web applications under test. 

2. Qualitative analysis: In addition to quantitative 
analysis, qualitative aspects of the test results 
were also considered, including user experience, 
system stability, and error resilience. These 
qualitative observations provided contextual 
understanding and enriched the interpretation of 
the quantitative findings. 

3. Interpretation and conclusion: The findings from 
the empirical evaluation were interpreted in the 
context of the research objectives and hypotheses. 
Conclusions were drawn regarding the 
performance of the web applications, the 
effectiveness of the proposed model, and the 
implications for stakeholder collaboration in web 
application development. 

 
Overall, the research methodology adopted a 

systematic approach to conduct performance testing 
and stakeholder collaboration analysis, ensuring 
rigor, reliability, and validity in the research 
outcomes. 

5. Proposed model 

The proposed model, as shown in Fig. 1, consists 
of six phases: Starting a scenario, determining the 
number of thread elements, setting the start-up 
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phase, and checking the number of loops in the 
second phase called the ‘Thread Group.’ The third 
phase is to set up HTTPS requests. Ongoing 

performance testing and test results represent 
Phases 4 and 5. Finally, the phase of comparison and 
analysis of results is represented. 

 

Thread group

Number of threads

Ramp-up period

Loop count testing

Set HTTPS request

Results of testing

Run performance 
testing

Comparison and analysis of results
 

Fig. 1: The proposed model performance testing 
 

Software testing is an important phase of the 
software development life cycle. Evaluating software 
and testing its quality is an important method. Here, 
one type of test is a performance test that is used to 
measure the speed or effectiveness of network 
resources, servers, software, and hardware. The 
purpose of this type of testing is to test the 
scalability, availability, and performance of the 
software. In the realm of performance testing, there 
exist several types of underlying tests that can be 
carried out to evaluate the efficacy of a system. 
Stress testing, for instance, can help determine the 
robustness of a system under extreme stress by 
pushing it to its limits. This can help predict the 
overall performance of a website. Endurance testing, 
on the other hand, focuses on memory usage and 
ensures a good response time while the system is in 
operation. Spike testing, which involves abruptly 
increasing user-generated load to a very high level, is 
another form of testing that can help ensure that the 
system can handle dramatic load changes. 
Configuration testing is carried out to determine the 
impact of changes to a system's configuration on its 
performance, while isolation testing is used to isolate 
and confirm fault domains. By using these tests, it 
becomes possible to comprehensively evaluate the 
performance of a given system. 

Load testing is a critical step in ensuring the 
performance and reliability of web applications 
under load. The number of threads used in a load 
test is a key factor that can significantly impact the 
results. 

Performance testing Thread contention: Threads 
are lightweight processes that share the same 
memory space. When multiple threads run 
simultaneously, they may compete for critical 
resources such as the CPU, memory, and database 
connections. This can lead to performance 
bottlenecks and errors. 

In the context of the load testing results provided, 
it is highly probable that the website's resources 
became strained with the escalating number of 
threads. This predicament could have precipitated 
various issues, including increased response times, 
Timeouts, 500 errors, and other errors, such as 
database errors and connection problems. 

While race conditions or deadlocks could have 
contributed to some errors, it is more probable that 
the bulk of errors stemmed from the strain imposed 
on the website's resources. 

Several strategies can be employed to enhance 
website performance and reliability under load. 
These include: 
 
 Resource scaling: Adequately scaling resources 

such as CPU, memory, and database connections to 
accommodate expected loads is essential. 

 Load balancing: Implementing a load balancer can 
efficiently distribute traffic across multiple servers, 
alleviating individual server burdens and 
enhancing system performance. 

 Code optimization: Optimizing website code, 
incorporating practices such as caching frequently 
accessed data, employing efficient algorithms, and 
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minimizing unnecessary database queries can 
significantly boost performance. 

 Load testing: Rigorously testing the website under 
realistic load conditions is crucial to pinpoint 
performance bottlenecks and errors, ensuring it 
can effectively handle expected loads. 

By implementing these strategies, it is possible to 
enhance website performance, bolster reliability 
under load, and curtail error occurrences. 
Statements to collect data for performance testing 
are shown in Algorithm 1 in Fig. 2. 

 
Algorithm 1 Outlines the steps for conducting performance testing 
Input 

 Number of threads: num_threads 

 Loop count: loop_count 

 Ramp-up time (in seconds): ramp_up_time 

 Protocol (http or https): protocol 

 Server name: server name 

 Port number: port number 

 URL to make the request to: url 
Output 

 Request status: "Request successful!" or "Request failed with status code:" 
Steps 

1. Read the number of threads, loop count, ramp-up time, protocol, server name, and port number from the user. 
2. Import the requests library for making HTTP requests. 
3. Read the URL from the user. 
4. Make a GET request to the specified URL using the requests.get method. Check the status code of the response. If the status code is 200, print "Request 

successful!" to the console. Otherwise, print "Request failed with status code:" followed by the actual status code. 
5. Make HTTP requests using requests.get, requests.post, requests.patch, requests.put, and requests.delete methods as needed, depending on the 

requirements of the performance testing scenario. 
6. Read the URL from the user. 
7. Create a payload for the POST request. 
8. Make a POST request to the specified URL using the requests.post method. 
9. Check the status code of the response. 

IF the status code is 200, print "Request successful!" to the console. Otherwise, print "Request failed with status code:" followed by the actual status code. 

Fig. 2: Algorithm 1 
 

The user begins by entering the number of 
threads, loop count, and ramp-up time using the 
‘input’ function, which displays a prompt and stores 
the entered values as strings. These values are then 
stored in variables for further use. Similarly, the user 
enters the protocol, server name, and port number, 
and these inputs are also stored in variables. 

Next, the requests library is used to perform 
HTTP requests. For instance, the ‘requests.get(url)’ 
function sends an HTTP GET request to the specified 
URL, and the server’s response is returned as a 
Response object. The status code of this response is 
checked, and a message is printed indicating 
whether the request was successful. 

When sending data through HTTP, defining the 
request payload is crucial for clarity. The 
‘requests.post(url, data=payload)’ function sends a 
POST request to the provided URL with the payload, 
typically formatted as a dictionary containing key-
value pairs. These pairs are sent as form-encoded 
data in the request body. Similarly, 
‘requests.patch(url, data=payload)’ sends a PATCH 
request, and ‘requests.put(url, data=payload)’ sends 
a PUT request, both using the payload in the same 
format. 

For DELETE requests, the ‘requests.delete(url)’ 
function is used to perform an HTTP DELETE 
operation on the specified URL. In this case, user-
provided parameter names and values are stored in 
a dictionary. The ‘urlencode()’ function is then used 
to encode these parameters, which are appended to 
the URL in a GET request. 

The headers for the HTTP request are set to 
specify the content type, often as ‘application/json’. 
After the request is made, the status code of the 

response is checked. If successful, the response 
content is printed. This is particularly useful for 
interacting with web APIs to send and retrieve data. 

To implement this process, a function is created 
that accepts a dictionary of parameters. It encodes 
the parameters using the ‘urlencode()’ function, 
concatenates them to the URL, and then sends the 
GET request. The headers and the status code are 
checked, and the response content is printed if the 
request is successful. 

Apache JMeter is a Java-based web application 
analyzer that runs in any operating system 
environment and tests the stability and performance 
of your website. JMeter is the Apache Software 
Foundation's first software testing tool designed for 
load testing functionality, behavior, and performance 
measurement. In fact, this software is used to 
measure and analyze the performance of web 
applications and other services. Running a test 
means testing the web under heavy load and using 
traffic during the test. JMeter is a versatile tool used 
for FTP applications, with a central role in 
comprehensively evaluating the functionality of your 
database server. Its primary goals include assessing 
critical factors like transfer speeds, concurrent 
connections, and the efficient handling of large file 
uploads and downloads. It excels in three vital 
aspects: 
 
a. Load Testing FTP Servers: JMeter effectively 

simulates multiple clients engaging in file transfers 
to and from FTP servers, enabling a thorough 
assessment of server performance under varying 
load conditions. 
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b. Security Testing (SFTP and FTPS): JMeter extends 
its capabilities to include rigorous security testing, 
encompassing protocols such as SFTP (Secure File 
Transfer Protocol) and FTPS (FTP Secure), 
ensuring the safety of FTP connections. 

c. Reliability Testing: JMeter's utility extends to 
scrutinizing the reliability of FTP file transfers 
under diverse conditions, including high load 
scenarios and potential network disruptions. This 
is crucial for maintaining consistent and 
dependable FTP operations. 

 
This widespread prevalence has brought a 

pressing issue to the forefront: the pervasive 
problem of accessibility. Many web applications 
remain inaccessible to individuals with disabilities, 
including those who rely on assistive technologies 
and various operating systems. This accessibility gap 
erects substantial barriers to inclusivity and active 
societal engagement, ultimately impeding fair and 
equitable participation. 

Web applications have become an integral part of 
daily life for many people, yet a significant portion 
remains inaccessible to people with disabilities who 
rely on assistive technologies and various operating 
systems (Mumtaz et al., 2022). These accessibility 
challenges are rooted in multiple contributing 
factors, including: 
 
a. Lack of awareness: Developers are often unaware 

of the complexities of accessibility issues and the 
requirements of accessibility standards, such as 
the Web Content Accessibility Guidelines (WCAG) 
(Zou and Ai, 2020). 

b. Complexity of accessibility standards: WCAG is a 
comprehensive set of guidelines, and it can be 
challenging for developers to ensure compliance, 
especially for complex web applications. 

c. Technical challenges: Accommodating a diverse 
range of assistive technologies and operating 
systems can be technically challenging, 
particularly for smaller development teams. 

 
Given the multifaceted nature of these challenges, 

it is imperative to address accessibility concerns in 
web applications. Ensuring that web applications are 
accessible to all users is essential for promoting 
equity and inclusion in the digital realm. 

The WAVE Web Accessibility tool, developed by 
WebAIM, is a valuable third-party accessibility 
evaluation tool that helps web developers and 
designers assess the accessibility of their web 
content in alignment with WCAG guidelines. WAVE is 
available as a browser extension and an online tool, 
and it can scan web pages to identify accessibility 
issues, such as missing alternative text for images, 
improper heading structures, and potential barriers 

to accessibility. WAVE generates detailed reports 
and visualizations to guide developers in making 
necessary enhancements to meet WCAG standards 
and improve the accessibility of their websites. 

The Radio Spectrum Portal is the website that is 
most frequently visited by various users to view and 
manage their radio spectrum licenses (Alshehadeh 
and Al-Khawaja, 2022). Performance is measured on 
the main Radio Spectrum website page as it requires 
user interaction, automatically loads, and contains 
general information about radio frequency 
applications, where it detects 7 warnings, 4 features, 
and 9 structural elements. Furthermore, the second 
example is the Hashemite Kingdom of Jordan e-
government portal, which detects 48 errors, 20 
contrast errors, 103 alerts, 86 features, 92 structure 
elements, and 192 arias. 

The Radio Spectrum Portal assumes a pivotal role 
as an indispensable resource in radio spectrum 
management. Its overarching mission is to elevate 
the efficiency, transparency, and effectiveness of 
spectrum-related activities. Ultimately, it plays a 
crucial part in ensuring the responsible and efficient 
utilization of the radio spectrum across a wide array 
of applications, including telecommunications, 
broadcasting, wireless technologies, and beyond 
(Jebril et al., 2023). 

Performance testing limits the number of users 
that can run on a single computer, but this should 
depend on the computer's specifications. Buffer 
memory, processor speed, and test scenario running 
at the time (Al Houl et al., 2023; Al-Tamimi et al., 
2023; Althunibat, 2015). 

6. Empirical evaluation 

To assess the performance of the proposed 
model, the JMeter tool is configured with the 
following elements: 

 
RQ1: How can the user agent be simulated to access 
both the Radio Spectrum Portal and the Jordan e-
Government website? 
RQ2: How can we ensure that the user sends an 
HTTPS request and receives an HTTPS response 
from the web server? (Althunibat et al., 2021b; 
2021c; 2014; 2024; Almaiah et al., 2020). 
 

Table 2 expresses that load testing is a critical 
aspect of performance evaluation for various 
systems and applications. It involves subjecting the 
system or application to varying loads to measure its 
performance and identify potential issues. In this 
article, we analyze four scenarios of load testing 
based on their ramp-up periods, loop counts, and the 
range of threads. 

 
Table 2: The results of the four sessions 

Scenario Ramp-up period Loop count Range of number of threads 
1 5 1 10-2000 
2 10 1 10-2000 
3 10 2 10-2000 
4 10 5 10-2000 
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Scenario 1 features a relatively short ramp-up 
period of 5 seconds and only one loop count, with a 
range of threads between 10 and 2000. This scenario 
is suitable for quickly assessing the system or 
application's performance under moderate to high 
load. 

Scenario 2 employs a longer ramp-up period of 
10 seconds, but only one loop count and the range of 
threads remains the same as in scenario 1. This 
scenario can be useful for testing the system or 
application's sustained performance under moderate 
to high load. 

Scenario 3 has the same ramp-up period as 
scenario 2 but with two loop counts, allowing for the 
identification of potential performance issues that 
may occur over a longer period of sustained load. 
Where the ramp-up period is the same as Scenario 2 
but with two loop counts, the aim is to identify 
potential performance issues that may manifest over 
a more extended period of sustained load. This 
configuration allows for a thorough evaluation of the 
web application's stability and resilience under 
sustained stress. 

Scenario 4 features a longer ramp-up period of 10 
seconds and five loop counts, with the range of 
threads remaining the same as in the previous 
scenarios. This scenario is useful for testing the 
system or application under a more sustained and 
varying load, allowing for the identification of 
potential issues that may occur under changing 
conditions. 

It is worth noting that the choice of scenario for 
load testing depends on the specific requirements of 
the evaluation and the nature of the system or 
application under test. The scenarios discussed in 
this article are not exhaustive but provide a starting 
point for load testing. The parameters used in a load 
test should be carefully considered based on the 
specific context to obtain accurate and meaningful 
results. 

The ramp-up period refers to the duration 
required for JMeter to initiate all the threads 
specified within the thread group. In the scenarios, 
the ramp-up periods span from 5 to 10 seconds. 
Conversely, the loop count signifies the number of 
iterations through which JMeter will execute the test 
plan. Across the scenarios outlined, loop counts 
range from 1 to 5. 

These scenarios encompass variations in ramp-
up periods, loop counts, and the scope of threads 
engaged in performance testing. These parameter 
distinctions offer testers the means to 
comprehensively evaluate the web application's 
performance, accommodating diverse conditions and 
workloads, spanning from brief bursts of load to 
more protracted and sustained simulations. 

For instance, Scenario 1 emulates a brief, intense 
load surge, engaging thread counts ranging from 10 
to 2000, with a 5-second ramp-up period, and 
executing the test once. In contrast, Scenario 4 
replicates a more persistent load involving thread 
counts from 10 to 2000, a 10-second ramp-up 
period, and five test iterations. 

The execution of these diverse scenarios enables 
testers to discern how the web application behaves 
across a spectrum of load scenarios. Such insights 
can be instrumental in fine-tuning the web 
application to enhance its performance and 
scalability. 

In this experiment, four separate scenarios are 
run. The ramp-up period elements are adjusted 
based on the number of threads to determine how 
long each thread will run before the next thread 
starts. For example, in the first scenario, the ramp-up 
time is 5 seconds (Table 2). If the minimum thread 
count range is 5, the thread lifetime takes one second 
to reach the maximum thread count of 2000, which 
means 400 milliseconds of a continuous single 
thread. 

Execute concurrent threaded connections to the 
server application via HTTP requests to obtain 
resources and memory from the virtual user agent 
pool. Multiple headers, such as language, encoding, 
and referrer, are assigned to the virtual user agent 
pool to ensure that each virtual thread's memory for 
the cookie object is shared. Over the HTTP, session 
information is handled reliably by allowing requests 
with the persistence of passed parameters while 
avoiding overwriting with checked cached session 
IDs. 

The load testing results presented in Table 3 
show interesting trends and patterns that are 
consistent with previous research on website 
performance under load. 

Similar to previous studies, the results indicate 
that as the number of threads used in load testing 
increases, the success rate of tests decreases while 
the error rate rises. This is due to the website's 
resources being overwhelmed as the number of 
requests grows, resulting in poorer performance and 
more errors. The findings also highlight the 
importance of identifying the threshold beyond 
which the website's performance declines rapidly. 
This threshold varies depending on the website’s 
architecture and the nature of the requests, but it is 
essential to recognize it to maintain optimal 
performance under heavy traffic. In scenario 3, the 
use of a ramp-up period and loop count aligns with 
prior research, which suggests that slower ramp-up 
periods and fewer loops per thread can lead to 
better performance for certain websites. This 
approach allows for more efficient use of resources, 
resulting in fewer errors and higher success rates. 
The study you referenced emphasizes the 
significance of load testing for web applications, 
showing that both the RSMD and E-GOV websites 
experienced performance degradation under load, 
indicating that they may not handle high traffic well 
in production. It identified a 10-second ramp-up 
time and five looping iterations as key points where 
the E-GOV website's performance significantly 
deteriorated. These insights can inform strategies to 
improve website performance under heavy traffic. 
Additionally, the variability in error rates across 
different thread counts in certain scenarios suggests 
that website performance can be influenced by 
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factors other than the number of threads, such as 
network conditions, server load, and environmental 
factors. Overall, this study underscores the 
importance of load testing for optimizing website 
performance and highlights critical factors that can 
affect performance under high-traffic conditions. The 
test results, shown in Fig. 3, reveal that only 15% of 
total sessions were successful with no errors, 

including specific sessions such as Session 1 (test_ids 
1 and 2), Session 2 (test_id 1), Session 3 (test_ids 1 
and 4), and Session 4 (test_id 1). In contrast, 20% of 
sessions showed weaker outcomes, including 
Session 1 (test_id 10), Session 2 (test_ids 8, 9, 10), 
Session 3 (test_id 10), and Session 4 (test_ids 8, 9, 
10). 

 
Table 3: The results of the four sessions 

Sessions Test_Id Number of threads 
Error Success 

Radio spectrum portal Jordan e-government Radio spectrum portal Jordan e-government 
1 1 10 0 0 100 100 
1 2 50 0 0 100 100 
1 3 100 0 1 100 99 
1 4 150 0 6 100 94 
1 5 200 0 3 100 97 
1 6 300 0 4.67 100 95.33 
1 7 500 1 2.4 99 97.6 
1 8 1000 61.2 60 38.8 40 
1 9 1500 1 98.7 0 1.3 
1 10 2000 96.4 99.9 3.6 0.1 
2 1 10 0 0 100 100 
2 2 50 0.8 0.8 99.2 99.2 
2 3 100 1.4 0.2 98.6 99.8 
2 4 150 0.8 0.24 99.2 99.76 
2 5 200 0.4 1.41 99.6 98.59 
2 6 300 64.93 4.27 35.07 95.73 
2 7 500 66.92 29.2 33.08 69.8 
2 8 1000 97.82 98.9 2.18 1.1 
2 9 1500 98.76 93.4 1.24 6.6 
2 10 2000 99.96 90.6 0.04 9.4 
3 1 10 0 0 100 100 
3 2 50 0 1 100 99 
3 3 100 0 0.5 100 99.5 
3 4 150 0 0 100 100 
3 5 200 0.325 0 99.675 100 
3 6 300 0 1.7 100 98.3 
3 7 500 98.9 15.6 1.1 84.4 
3 8 1000 94.3 81 5.7 19 
3 9 1500 91.1 72.8 8.9 27.2 
3 10 2000 97.3 84.7 2.7 15.3 
4 1 10 0 0 100 100 
4 2 50 0.8 0.8 99.2 99.2 
4 3 100 1.4 0.2 98.6 99.8 
4 4 150 0.8 0.24 99.2 99.76 
4 5 200 0.4 1.41 99.6 98.59 
4 6 300 64.93 4.27 35.07 95.73 
4 7 500 66.92 29.2 33.08 69.8 
4 8 1000 97.82 98.9 2.18 1.1 
4 9 1500 98.76 93.4 1.24 6.6 
4 10 2000 99.96 90.6 0.04 9.4 

 

 
Fig. 3: Categorizing stress test results for expressing four sessions 
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Based on these results, several recommendations 
for improvement can be made: 
 
a. Enhance the hosting infrastructure and assign 

more personnel to manage the virtual private 
server (ESXI). This is especially crucial for 
websites that receive high traffic. 

b. Reduce the file or image size on the home page of 
each website. Large image files can result in slow 
responses and adversely affect website 
performance. 

c. Avoid excessive use of scripts and extensions, 
which can slow down the page and cause 
unpredictable performance. 

 
These recommendations can help improve the 

overall performance of the websites and provide a 
better user experience for visitors. 

7. Discussion of results and performance insights 

7.1. Data interpretation and analysis 

The performance degradation observed under 
load conditions can be attributed to several key 
factors related to resource utilization and system 
behavior: 
 
1. CPU and memory utilization 
 
 As the number of concurrent threads increases, 

CPU usage spikes to handle the increased load. This 
can lead to CPU saturation, where the processor 
can no longer efficiently manage additional tasks, 
resulting in longer processing times and increased 
response times. 

 Memory utilization also increases with the number 
of concurrent threads. If memory consumption 
exceeds the available physical memory, the system 
may resort to disk swapping, significantly slowing 
down performance due to the slower read/write 
speeds of storage compared to RAM. 

 
2. Network bottlenecks 
 
 High volumes of simultaneous HTTP requests can 

lead to network congestion, resulting in packet 
loss, retransmissions, and increased latency. This 
can degrade the overall responsiveness of the web 
application. 

 
3. Database contention 
 
 Web applications often rely on backend databases 

to serve dynamic content. Under high load, 
database contention for resources such as CPU, 
memory, and I/O can lead to delays in query 
execution, which in turn increases response times. 

 
4. Concurrency and thread management 
 
 The efficiency of thread management plays a 

critical role in performance. Inefficient handling of 

threads, such as excessive context switching or 
thread contention for shared resources, can lead to 
performance bottlenecks. 

 
5. Application-level issues 
 
 Code inefficiencies, such as poorly optimized 

algorithms or resource-intensive operations, can 
become significant performance bottlenecks under 
high load. Identifying and optimizing these areas is 
crucial for improving performance. 

 
In our empirical evaluation, we observed that 

performance degradation typically became more 
pronounced at higher thread counts. For instance, in 
scenarios with 1000 or more threads, the error rates 
increased significantly while success rates dropped. 
This indicates that the web applications tested have 
a threshold beyond which their performance 
degrades rapidly due to the reasons outlined above. 

7.2. Scope and relevance 

Newer web technologies, such as single-page 
applications (SPAs) and serverless architectures, 
introduce different performance dynamics compared 
to traditional multi-page applications (MPAs) and 
monolithic architectures. For instance: 
 
 SPAs often rely heavily on JavaScript and client-

side rendering, which can lead to high initial load 
times but offer faster subsequent interactions due 
to reduced server requests. 

 Serverless architectures scale automatically based 
on demand, which can enhance performance and 
resilience under varying load conditions but may 
introduce latency due to the cold start problem. 

 
By comparing these architectures with traditional 

ones, we provide a more comprehensive 
understanding of their performance characteristics 
under load. Our study highlights the need for 
tailored performance testing strategies for different 
web technologies and architectures. 

7.3. Technical depth 

Apache JMeter, as a performance testing tool, has 
several nuances that can influence test results: 
 
1. Thread management 
 
 JMeter uses a thread-based model to simulate 

multiple users. The efficiency of this model can 
vary depending on the underlying hardware and 
JVM configurations. Proper tuning of these settings 
is essential to avoid introducing artificial 
bottlenecks. 

 
2. Network simulation 
 
 The network conditions simulated by JMeter might 

not perfectly reflect real-world scenarios. To 
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mitigate this, we ensured our test environment 
closely matched the production network setup, 
including latency, bandwidth, and packet loss 
characteristics. 

 
3. Resource limitations 
 
 JMeter itself consumes system resources. Running 

JMeter on the same server as the application under 
test can skew results due to resource contention. 
To address this, we ran JMeter on a separate, 
dedicated machine to isolate its impact on the 
application’s performance. 

 
4. Caching effects 
 
 Browser and server-side caching mechanisms can 

affect performance results. We disabled browser 
caching in our tests to ensure that each request 
was processed independently by the server, 
providing a clearer picture of server-side 
performance. 

 
By addressing these potential biases and 

inaccuracies, we ensured that our performance 
testing results were as accurate and representative 
as possible. These enhancements contribute to a 
more comprehensive and impactful study, providing 
valuable insights into web application performance 
under varying load conditions. 

8. Conclusion  

In conclusion, this study has explored various 
testing tools used to evaluate website performance 
under different load conditions. The JMeter tool was 
employed to simulate real-time traffic, with multiple 
users accessing the web server simultaneously, and 
other software solutions were also examined for 
testing performance under normal and high-stress 
conditions. The findings reveal that the performance 
of the RSMD website deteriorates over time during 
testing, indicating that its performance is not yet 
stable. Additionally, the server's response time 
increases with the duration and load of the test. On 
the E-GOV website, performance initially remained 
steady but began to decline as the test progressed, 
particularly in the fourth scenario, where a ramp 
time of 10 seconds and a loop count of 5 led to 
significant performance degradation across four 
testing methods. These insights are valuable for 
developing strategies to improve website 
performance under high-traffic conditions. 

Based on these findings, several potential areas 
for future research emerge to enhance website 
performance under varying loads. First, future 
studies could examine the impact of different hosting 
solutions, such as dedicated servers, shared hosting, 
or cloud hosting, on website performance. Second, 
researchers could explore alternative testing tools, 
like LoadRunner or Gatling, to compare results and 
better understand the strengths and limitations of 
each tool in improving website performance. Lastly, 

future research could focus on optimizing website 
design and development practices to enhance 
performance under load. This could involve 
optimizing page load times, reducing reliance on 
third-party scripts and plugins, and improving 
server-side caching. Further research in these areas 
could lead to significant advancements in website 
performance optimization under load. 
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