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The research seeks to identify complex fraudulent activities. Artificial 
intelligence (AI) techniques, such as machine learning and deep learning, 
have shown significant potential in enhancing the accuracy and efficiency of 
fraud detection models. This study introduces a novel AI-based fraud 
detection model that combines both supervised and unsupervised learning 
methods. The proposed machine learning system uses these techniques to 
detect fraudulent transactions. The supervised learning component is trained 
using a labeled dataset that includes both fraudulent and non-fraudulent 
transactions. The dataset used in the research contains 284,807 credit card 
transactions. After preparing the data, four Python-based models were 
developed. The K-Nearest Neighbors (KNN) model successfully predicted 
99.94% of credit card transactions as valid or fraudulent. A random forest 
(RF) model was also used to assess the legitimacy of transactions, achieving 
an accuracy score of 99.96% correctly classifying nearly all data points. The 
Support Vector Machine (SVM) model achieved 99.94% accuracy, 
misclassifying only 51 cases. The logistic regression (LR) model attained an 
accuracy of 99.92% with 70 misclassifications and 99.91% with 77 
misclassifications. These models demonstrate high accuracy and efficiency. 
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1. Introduction 

*Detecting fraudulent activities in the financial 
sector is critical, but traditional rule-based systems 
have limitations in detecting complex fraud. The 
utilization of artificial intelligence (AI) methods, 
specifically machine learning and deep learning, has 
demonstrated promise in enhancing the precision 
and effectiveness of fraud detection processes. Our 
research introduces a novel fraud detection model 
that utilizes AI techniques to combine supervised 
and unsupervised learning methods (Kolachalama 
and Garg, 2018). 

In recent years, machine learning-based systems 
have become increasingly popular in identifying 
various types of fraud, as AI has shown significant 
success in other fields (Ngai et al., 2011; Phua et al., 
2010). However, each detection model has certain 
limitations. One common challenge is dealing with 
imbalanced datasets, where fraud cases are often 
much fewer than non-fraud cases (He and Garcia, 
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2009). To address this, techniques such as under-
sampling the non-fraud cases or over-sampling the 
fraud cases can be applied. For instance, SMOTE 
(Synthetic Minority Over-sampling Technique) is 
frequently used to create synthetic fraud cases to 
balance the dataset (Chawla et al., 2002). 

After balancing the dataset using these methods, 
machine learning models, including neural networks, 
can be implemented to detect fraud effectively (Fiore 
et al., 2019; West et al., 2005). By addressing the 
imbalance in data, these models improve in both 
accuracy and reliability, ultimately enhancing fraud 
detection outcomes. 

Studies have shown that when using an 
oversampled dataset, neural networks may predict 
fewer fraud transactions accurately compared to 
models trained on under-sampled datasets (He and 
Garcia, 2009). However, the under-sampling 
approach can fail to correctly identify a significant 
number of non-fraudulent transactions, often 
mislabeling them as fraudulent. This 
misclassification can result in blocking legitimate 
customers' accounts, potentially leading to customer 
complaints, diminished trust, and financial losses for 
banks or corporations (Ngai et al., 2011). 

To address these issues, this study applies outlier 
detection techniques and removes outliers from the 
oversampled dataset. This approach aims to enhance 
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detection accuracy by reducing misclassifications, 
thus improving model reliability and maintaining 
customer trust in financial services. 

Financial institutions face a major challenge in 
detecting and preventing fraud, as it can lead to 
serious financial losses and harm to their reputation. 
Traditional fraud detection systems, based on fixed 
rules, often struggle to keep up with quickly 
changing fraud methods and tend to produce many 
false positives, wasting resources. Thus, a new and 
improved fraud detection model that uses AI is 
needed to identify fraud accurately while reducing 
false positives. This study seeks to answer the 
following questions: How can an advanced fraud 
detection model be developed using AI techniques? 

The aim of this research is to develop and 
evaluate an advanced fraud detection system using 
AI techniques to help financial institutions reduce 
fraud risks and protect customer assets. The system 
is designed to learn from past data, detect fraud in 
real-time, and lower both false positives and 
negatives, thereby minimizing financial losses. 
Traditional rule-based systems struggle to keep up 
with increasingly complex fraud tactics, resulting in 
many false positives and negatives. Alongside these 
objectives, the research seeks to enhance the speed 
and accuracy of fraud detection in financial 
institutions by utilizing AI algorithms and machine 
learning models. Another goal is to improve 
customer experience by reducing false alerts in the 
fraud detection process. 

2. Related works 

Numerous studies have focused on detecting 
credit card fraud (CCF). This section reviews several 
studies related to CCF detection, with a particular 
emphasis on research addressing fraud detection in 
cases of category imbalance. Various techniques are 
used for credit card fraud detection, and the main 
approaches can be grouped into deep learning (DL), 
machine learning (ML), CCF detection, clustering and 
feature ordering, and user authentication methods 
(Abakarim et al., 2018). The payment card 
authorization process typically involves two types of 
authentication: password-based and biometrics-
based. Biometrics-based authentication can be 
further divided into three types: physiological 
authentication, behavioral authentication, and a 
combination of both (Balogun et al., 2019). 

Chen and Lai (2021) examined how the 
continuous use of the Internet in organizations has 
enabled online banking services, contributing to 
financial losses due to global increases in financial 
fraud. With advancements in technology, fraud 
detection systems can now identify risks such as 
unauthorized transactions and irregular attacks 
more effectively. In recent years, data mining and 
machine learning techniques have been widely 
applied to address these issues. However, 
improvements are still needed in areas such as 
identifying unknown attack patterns, enhancing big 
data analytics, and increasing computational speed. 

The study focuses on detecting financial fraud using 
deep learning algorithms, demonstrating that 
detection accuracy can be improved with large 
datasets. The proposed model was compared with 
existing machine learning and autoencoder models 
using a real-time credit card fraud dataset, achieving 
99% accuracy with detection times of around 45 
seconds, as reported by Alfaiz and Fati (2022). 

The COVID-19 pandemic has limited physical 
purchases, making online transactions—and thus 
credit card fraud—a critical issue in online banking. 
This study highlights the need for robust fraud 
detection methods. The researcher tested 66 
machine-learning models on a real dataset of 
European cardholders using stratified K-fold cross-
validation. In the first phase, nine machine learning 
algorithms were assessed, and the top three were 
further evaluated with 19 resampling techniques. 
Among the 330 evaluations, the All K-Nearest 
Neighbors (AllKNN) under-sampling technique 
combined with CatBoost (AllKNN-CatBoost) 
emerged as the best model, achieving an AUC of 
97.94%, recall of 95.91%, and F1-Score of 87.40%, 
outperforming previous models. 

Taha and Malebary (2020) emphasized the 
importance of combating credit card fraud and 
discussed common techniques used to counter this 
issue. Financial institutions and banks not only 
provide convenient financial services but also 
actively work to protect credit cards from fraud. 
They invest in and develop various technologies, 
including advanced machine learning systems, which 
are central to many fraud detection processes. One 
method employed is Decision Tree (DT), which is 
easy to implement but requires verification for each 
transaction. The authors analyzed different models 
using an imbalanced European Credit Card Fraud 
Detection (ECCFD) dataset without applying any 
resampling techniques. Their results showed that DT 
performed best overall, achieving a recall of 79.21%, 
a precision of 85.11%, and a quick processing time of 
5 seconds. In comparison, K-Nearest Neighbors 
(KNN) showed higher recall (81.19%) and precision 
(91.11%) but required much more time (463 
seconds). 

Another research direction focuses on Logistic 
Regression (LR) and KNN. Vengatesan et al. (2020) 
assessed the performance of LR and KNN on an 
imbalanced European Credit Card Fraud Detection 
(ECCFD) dataset, finding that KNN achieved the 
highest accuracy at 95%, with a recall of 72% and an 
F1 score of 82%. Additionally, Puh and Brkić (2019) 
analyzed the performance of algorithms such as 
Random Forest (RF), Support Vector Machine (SVM), 
and LR on a dataset of European cardholders. They 
addressed data imbalance using the Synthetic 
Minority Oversampling Technique (SMOTE) and 
used LR with modified algorithm parameters, setting 
the LR parameter C to 100 and applying L2 
regularization. Two models were created with LR: 
one using continuous learning and the other using 
incremental learning. The results showed an AUC 
score of 91.14% for continuous learning and 91.07% 
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for incremental learning. The average accuracy was 
73.37% with continuous learning and 84.13% with 
incremental learning.  

Trivedi et al. (2020) examined how 
advancements in technology and faster 
communication have contributed to a significant 
increase in credit card fraud. Credit card fraud 
detection has become a crucial topic in financial 
analysis due to the millions of dollars in annual 
losses it causes for both consumers and financial 
institutions. Fraudsters continuously create new 
methods to commit illegal activities, making fraud 
prevention techniques essential to reducing losses 
for banks and financial institutions. In this study, the 
authors propose an effective automated credit card 
fraud detection method that includes a feedback 
system based on machine learning. This feedback 
approach improves the classifier’s detection rate and 
cost-effectiveness. 

The study evaluated various methodologies, 
including RFs, tree classifiers, artificial neural 
networks, SVM, naive Bayes, LR, and gradient 
boosting classifiers, using a slightly imbalanced 
dataset of 284,807 credit card transactions from 
European account holders. The methods were 
applied to both raw and pre-processed data. The 
effectiveness of each approach was measured based 
on performance metrics such as precision, recall, F1 
score, and false positive rate (FPR).  

ML encompasses various branches, each 
designed to handle specific learning tasks. ML 
frameworks include distinct types of approaches, 
each suited to different detection challenges. CCF 
detection, for instance, the RF method is a widely 
used solution. RF, an ensemble technique that 
combines multiple DTs, is popular among 
researchers due to its robustness and accuracy in 
classification tasks (Breiman, 2001). 

To enhance model performance further, 
combined approaches like the APATE method 
integrate RF with network analysis, enabling more 
comprehensive fraud detection (Arora et al., 2020). 
This multi-model approach leverages the strengths 
of both ML classification and network-based insights 
for improved detection outcomes.  

Kim et al. (2019) discussed DL algorithms, 
including convolutional neural networks (CNNs), 
deep belief networks (DBNs), and deep 
autoencoders, as powerful tools for data processing, 
feature learning, and pattern classification. DL aims 
to explore artificial neural networks, typically 
relying on the backpropagation model, which is 
affected by the network's depth (Kousika et al., 
2021). However, as network depth increases, issues 
like insufficient local minima and error dilution can 
arise, reducing the backpropagation algorithm’s 
efficiency. Deep architectures, such as deep belief 
networks, are effective for addressing optimization 
challenges in training parameters. 

Traditional ML algorithms, including SVM, DT, 
and LR, have been widely applied to CCF detection 
(Ngai et al., 2011). However, these methods often 
face scalability issues with large datasets. In 

contrast, CNNs, a DL approach, are suited for 
handling three-dimensional data, commonly used in 
image processing tasks. Unlike Artificial Neural 
Networks (ANNs), CNNs contain convolutional layers 
with multiple channels, enabling them to capture 
spatial hierarchies in data (Krizhevsky et al., 2012). 

CNNs are especially popular for image processing 
applications because they require minimal pre-
processing and are effective at retaining key features 
through techniques like feature maps, channels, 
pooling, stride, and padding. Typically, 2D CNN 
models are applied to two-dimensional data, 
including text, images, and video, leveraging feature 
mapping to learn internal representations 
independent of feature location (LeCun et al., 2015). 
For one-dimensional data, 1D CNNs can be 
employed, which are commonly used in natural 
language processing (NLP) tasks, particularly for 
sequence classification challenges. 

Lucas and Jurgovsky (2020) explained that in 
one-dimensional convolutional neural networks (1D-
CNN), the kernel filter moves sequentially through 
data samples from top to bottom, while in two-
dimensional CNNs (2D-CNN), it moves both from left 
to right and top to bottom. Deep belief networks are 
often viewed as one of the most effective techniques 
for training deep architectures, whereas traditional 
machine learning algorithms such as SVM, DT, and 
LR are less suited for large datasets. CNNs, as deep 
learning methods, are widely used for processing 
three-dimensional data, especially in image 
processing tasks. Structurally similar to artificial 
neural networks (ANNs), CNNs include hidden layers 
and varying numbers of channels with specialized 
convolutional layers.  

CNNs are advantageous in image processing, as 
they require minimal pre-processing while 
preserving essential features through image 
reduction for prediction purposes. Key terms in 
CNNs include feature maps, channels, pooling, stride, 
and padding. The 2D-CNN is typically used for text, 
image, and video processing, as it processes two-
dimensional data inputs.  

The feature mapping process is used to learn 
internal representations from input data, which can 
also be applied to one-dimensional data, such as in 
NLP, where sequence classification poses a challenge 
(Matloob et al., 2020). Autoencoders are neural 
networks trained to encode and decode data, 
identifying anomalous points and classifying 
transactions as fraud or non-fraud based on 
reconstruction error. Generative adversarial 
networks (GANs) consist of two neural networks 
that work together to enhance prediction accuracy, 
often through unsupervised learning in a zero-sum 
game framework. GANs are a key category in deep 
learning models with promising potential for 
advancements in DL (Molina et al., 2018). 

The DL model structure includes two main 
modules: a generator (G) and a discriminator (D). 
During training, these modules form a neural 
network where the generator creates simulated data, 
and the discriminator assesses this data against the 
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target data, distinguishing between simulated and 
real data. Variational Autoencoders (VAEs) are a 
type of autoencoder with regularized training 
distribution, ensuring adequate hidden space 
resources and enabling the generation of new data. 
Long Short-Term Memory (LSTM) networks, a type 
of recurrent neural network (RNN), are commonly 
used in DL models for processing and predicting 
time-sequence data, addressing the vanishing 
gradient problem that often limits RNNs to short-
term memory. 

DL methods such as CNN and LSTM are 
recommended for handling tasks like image 
classification, NLP, and Restricted Boltzmann 
Machines (RBM) to manage large datasets. 
Additionally, the effect of data pre-processing on 
classification performance in detecting credit card 
fraud remains an area requiring further 
investigation. 

Researchers can use various ML techniques, 
including supervised and unsupervised techniques. 
Common ML algorithms, such as LR, ANN, DT, SVM, 
and NB, are used for CCF detection. These techniques 
can be combined with ensemble techniques to 
construct robust detection classifiers (Arora et al., 
2020). An artificial neural network involves linking 
multiple neurons and nodes. A feed-forward 
perceptron multilayer comprises multiple layers, 
including an input layer, an output layer, and one or 
more hidden layers. The input nodes represent the 
exploratory variables, and their precise weights are 
multiplied. Each hidden layer node is transferred 
with a certain bias and added together. An activation 
function is applied to create the output of each 
neuron for this summation, and the result is then 
transferred to the next layer. Finally, the output layer 
provides the algorithm's response. The weights are 
initially set randomly and then adjusted using 
algorithms such as backpropagation (Błaszczyński et 
al., 2021). 

The Bayesian belief network is a graphical model 
that represents the contingency relationships 
between a set of variables. The independence 
assumption in naive Bayes is also used. The Bayesian 
belief network is a graphical model that represents 
the contingency relationships between a set of 
variables, while the independence assumption in 
naive Bayes allows for dependencies among 
variables. Quantity variables are represented as 
nodes, and the dependencies of conditions between 
variables are shown as arcs between nodes. The 
conditional probability table of each node is linked, 
which makes the possibilities of the node's variable 
conditional on the parent's node values (Branco et 
al., 2020).  

The bilateral-branch network (BBN) 
computational system involves establishing a 
network structure, which may depend on specific 
algorithms using the given data. After determining 
the network topology, historical data is used to fit 
the network, with continuous variables discretized 
and assumed to follow a normal distribution. In BBN, 
each node is considered independent of nodes 

outside its descendants, conditional on its parent 
nodes within the graph—a principle known as the 
Markov condition (Lad and Adamuthe, 2020). SVM is 
a linear classification model commonly used for 
regression problems. According to the SVM 
algorithm, the points closest to the line from each 
class are identified as support vectors (Cartella et al., 
2021). This paper emphasizes the integration of 
unsupervised and supervised techniques for 
classifying CCF detection. 

3. Materials and methods 

Several essential steps are required to develop an 
improved AI-based model for credit card fraud 
detection. The process begins with acquiring 
relevant data, followed by data preparation and pre-
processing. Once the data is verified as suitable for 
modeling, the modeling phase can begin. Four 
models—KNN, RF, SVM, and LR—are created during 
this phase. Python is used to implement all four 
models, including the KNN model. 

3.1. Dataset 

The credit card transaction dataset consists of 
284,807 transactions by European cardholders from 
September 2013, with 492 labeled as fraudulent (Fig. 
1). The dataset is highly imbalanced, as fraud 
accounts for only 0.172% of all transactions. Due to 
this imbalance, accuracy measurements based on the 
confusion matrix are not meaningful; instead, 
accuracy should be assessed using the area under 
the precision-recall curve. The dataset includes only 
numerical features derived through Principal 
Component Analysis (PCA), with features labeled as 
V1, V2, … V28. The 'Time' and 'Amount' features 
were not transformed through PCA, where 'Time' 
represents the elapsed seconds between each 
transaction and the dataset’s first transaction, and 
'Amount' indicates the transaction value. The 'Class' 
feature is the target variable, labeled as 1 for fraud 
and 0 for non-fraud. 

To effectively utilize this dataset, machine 
learning models need to be developed and tested to 
detect fraud accurately while minimizing false 
positives. Additionally, feature engineering and 
selection techniques can be applied to improve 
model performance. 

3.2. Data preprocessing  

Fig. 2 shows the distribution of the target 
variable. Non-fraudulent transactions are the most 
common, comprising 284,315 instances, while 
fraudulent transactions are much less frequent, with 
only 492 instances. 

The Pearson Correlation method is used to 
visualize the correlations between features and the 
target variable Class. The predictor columns do not 
show high correlation values with each other or with 
the Class column. However, there is a negative 
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correlation between V2 and Amount and a positive 
correlation between V7 and Amount. Fig. 3 displays 
the correlation between features and the target 
variable Class. 

 
<class 'pandas.core.frame.DataFrame'> 
RangeIndex: 284807 entries, 0 to 284806 
Data columns (total 31 columns): 
#  Column  Non-Null Count  Dtype 

0  Time  284807 non-null  float64 
1  V1  284807 non-null  float64 
2  V2  284807 non-null  float64 
3  V3  284807 non-null  float64 
4  V4  284807 non-null  float64 
5  V5  284807 non-null  float64 
6  V6  284807 non-null  float64 
7  V7  284807 non-null  float64 
8  V8  284807 non-null  float64 
9  V9  284807 non-null  float64 
10  V10  284807 non-null  float64 
11  V11  284807 non-null  float64 
12  V12  284807 non-null  float64 
13  V13  284807 non-null  float64 
14  V14  284807 non-null  float64 
15  V15  284807 non-null  float64 
16  V16  284807 non-null  float64 
17  V17  284807 non-null  float64 
18  V18  284807 non-null  float64 
19  V19  284807 non-null  float64 
20  V20  284807 non-null  float64 
21  V21  284807 non-null  float64 
22  V22  284807 non-null  float64 
23  V23  284807 non-null  float64 
24  V24  284807 non-null  float64 
25  V25  284807 non-null  float64 
26  V26  284807 non-null  float64 
27  V27  284807 non-null  float64 
28  V28  284807 non-null  float64 
29  Amount  284807 non-null  float64 
30  Class  284807 non-null  int64 
dtypes: float64(30), int64(1) 
memory usage: 67.4 MB 

Fig. 1: Dataset structure 

 

 
Fig. 2: Class distribution 

 

 
Fig. 3: Correlations between features and the target 

variable class 

3.3. Model evolution  

After preparing the data for modeling, four 
models were created using Python. 

3.3.1. KNN 

KNN model achieved an accuracy of 99.94% in 
predicting whether credit card transactions were 
valid or fraudulent. It accurately classified 100% of 
valid transactions and 91% of fraudulent ones. KNN, 
a supervised machine learning algorithm, can 
perform both classification and regression tasks; 
here, it was used for classification to identify 
fraudulent transactions. To determine the optimal K 
value, experiments were conducted with K=3 and 
K=7, ultimately selecting K=9 for the final 
predictions, which produced an impressive accuracy 
of 99.94%. However, besides accuracy, it is crucial to 
evaluate additional performance metrics and 
conduct further data analysis to ensure the model is 
neither overfitting nor underfitting. Fig. 4 illustrates 
the KNN model’s 99.94% accuracy in classifying 
transactions as valid or fraudulent. 

 
 precision recall f1-score support 
     
0 1.00 1.00 1.00 56860 
1 0.95 0.80 0.87 102 
     
accuracy   1.00 56962 
macro avg 0.98 0.90 0.94 56962 
weighted avg 1.00 1.00 1.00 56962 

Fig. 4: The KNN model accurately predicted 99.94% of the 
transactions as being valid or fraudulent 

3.3.2. RF model 

RF model was used to assess the legitimacy of 
credit card transactions, achieving an accuracy of 
99.96%. This indicates that the model successfully 
classified all transactions in the dataset, correctly 
identifying 100% of valid transactions and 94% of 
fraudulent ones. The RF model was chosen over LR 
for this task, although LR was also applied to predict 
the validity of credit card transactions. The LR model 
attained an accuracy of 99.92%, accurately 
classifying 100% of valid transactions but only 91% 
of fraudulent transactions. Fig. 5 illustrates the RF 
model’s 99.96% accuracy in predicting transactions 
as valid or fraudulent. 

 
 precision recall f1-score support 
     
0 1.00 1.00 1.00 56860 
1 0.96 0.80 0.88 102 
     
accuracy   1.00 56962 
macro avg 0.98 0.90 0.94 56962 
weighted avg 1.00 1.00 1.00 56962 

Fig. 5: The RF model accurately predicted 99.96% of the 
transactions as being valid or fraudulent 

3.3.3. SVM 

SVM is a supervised machine learning method 
that uses continuous learning algorithms to perform 
classification and regression tasks. SVM can handle 
both linear and non-linear classification by 
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maximizing the margins between classes to 
minimize classification errors (Mahesh, 2020). In 
this context, the SVM model achieved an accuracy of 
99.94%, with only 51 misclassified cases. When 
predicting transaction authenticity, the model 
achieved 99.93% accuracy, correctly identifying 
100% of legitimate transactions and 93% of 
fraudulent ones. Although the SVM model 
demonstrates high accuracy with a misclassification 
rate of only 0.06%, it may still miss some fraudulent 
cases. Therefore, combining the SVM model with 
additional fraud detection techniques may further 
enhance its performance. Fig. 6 illustrates the SVM 
model’s 99.93% accuracy in classifying transactions 
as valid or fraudulent. 

 
 precision recall f1-score support 
     
0 1.00 1.00 1.00 56860 
1 0.97 0.73 0.83 102 
     
accuracy   1.00 56962 
macro avg 0.99 0.86 0.92 56962 
weighted avg 1.00 1.00 1.00 56962 

Fig. 6: The SVM model accurately predicted 99.93% of the 
transactions as being valid or fraudulent 

3.3.4. LR  

LR is a statistical model used to assess the 
relationship between a binary or categorical 
dependent variable and one or more independent 
variables, which can be either qualitative or 
quantitative (Domínguez-Almendros et al., 2011). In 
this case, the LR model achieved an accuracy of 
99.92% with 70 misclassifications, and 99.91% 
accuracy with 77 misclassifications. It correctly 
classified 100% of legitimate transactions and 
accurately identified 91% of fraudulent transactions.  

Although the LR model shows high accuracy in 
predicting transaction authenticity with a 
misclassification rate of only 0.08%, it may still miss 
some fraudulent cases. To enhance performance, 
combining the LR model with additional fraud 
detection techniques may be beneficial. Fig. 7 
illustrates the model’s 99.91% accuracy in 
distinguishing between valid and fraudulent 
transactions. 

 
 precision recall f1-score support 
     
0 1.00 1.00 1.00 56860 
1 0.95 0.80 0.87 102 
     
accuracy   1.00 56962 
macro avg 0.98 0.90 0.94 56962 
weighted avg 1.00 1.00 1.00 56962 

Fig. 7: The LR model accurately predicted 99.91% of the 
transactions as being valid or fraudulent 

4. Results 

To identify the optimal model for detecting 
fraudulent credit card transactions, all models were 
compared against each other. Precision was used as 
the primary metric to evaluate the total number of 
correctly predicted instances, as represented in the 
confusion matrix. The confusion matrix includes four 

components: true positive (TP), true negative (TN), 
false positive (FP), and false negative (FN). 

TP represents fraudulent transactions that were 
accurately identified as fraudulent. TN represents 
non-fraudulent transactions that were accurately 
identified as non-fraudulent. FP occurs when a non-
fraudulent transaction is misclassified as fraudulent. 
FN occurs when a fraudulent transaction is 
misclassified as non-fraudulent. 

Table 1 presents the components needed to 
compute model accuracy, which can be calculated 
using the following equation: 

 

Accuracy = 
𝐓𝐏+𝐓𝐍

𝐓𝐏+𝐓𝐍+𝐅𝐏+𝐅𝐍
 

 
Table 1: Confusion matrix 

Predicted Positive Negative 
Positive True positive False negative 
Negative False positive True negative 

 
Table 2 presents the accuracy scores of the 

models developed for detecting fraudulent 
transactions, all of which performed exceptionally 
well, with accuracy rates exceeding 99%. The RF 
model achieved the highest accuracy at 99.96%, 
making it the best-performing model in this study. 
This model successfully classified the majority of 
transactions, both valid and fraudulent. KNN model 
followed with the second-highest accuracy of 
99.94%. 

 
Table 2: Accuracy scores 

Model Accuracy 
RF RF %99.96  
LR LR %99.91  

SVM SVM %99.93  
KNN KNN %99.94  

 

The SVM model ranked third with an accuracy of 
99.93%. Both the KNN and SVM models 
demonstrated strong performance, highlighting their 
robustness in managing the complexities of fraud 
detection. Fig. 8 displays the accuracy scores for each 
model in the proposed approach. The LR model, 
while performing well, had the lowest accuracy 
among the models tested, with a score of 99.91%. 
However, the accuracy difference across models is 
minimal, indicating that all are highly capable of 
accurately detecting fraudulent transactions. Despite 
the high accuracy of each model, it is important to 
consider other factors, such as handling class 
imbalance, computational efficiency, and real-world 
applicability. The RF model’s superior accuracy 
suggests it may be the best choice for this dataset. 
Yet, the slight accuracy variations among models 
highlight that factors like speed and resource 
demands may also influence the final selection. 

Additionally, addressing the highly imbalanced 
data, composed mostly of valid transactions, is 
crucial. Future research could investigate techniques 
such as resampling or synthetic data generation to 
create more balanced datasets, thereby enhancing 
the models' robustness for real-world applications. 
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Fig. 8: Accuracy scores by model 

5. Discussion  

Numerous studies have focused on identifying 
CCF. This section reviews various research papers on 
CCF detection, particularly those addressing fraud 
detection under conditions of class imbalance. 
Several approaches are commonly used to detect 
credit card fraud. To examine the most relevant 
studies, core approaches can be classified into DL, 
ML, clustering, feature ranking, CCF detection, and 
user authentication methods (Abakarim et al., 2018), 
including an authorization process. For credit card 
authentication, there are two primary methods: 
password-based and biometric authentication, with 
the latter divided into physiological, behavioral, and 
combined authentication types (Balogun et al., 
2019). Chen and Lai (2021) noted that with the 
growing use of the Internet in enterprises, online 
banking services have expanded, leading to an 
increase in financial crime. As advancements in 
financial technology and fraud detection continue, 
systems are now more effective in identifying 
threats, including unauthorized and irregular 
transactions. Data mining and machine learning 
techniques have been applied to tackle these issues; 
however, additional improvements are necessary to 
manage challenges like identifying unknown attack 
patterns, big data analytics, and computational speed 
constraints. 

The deep neural network (DCNN) approach has 
been applied to address these challenges using data 
mining and machine learning. Yet, given the current 
limitations in identifying previously undiscovered 
attack patterns and handling big data, further 
development is required. In this study, all models 
achieved excellent results in predicting both valid 
and fraudulent transactions, with accuracy rates 
exceeding 99%. The RF model achieved the highest 
accuracy at 99.96%, correctly classifying the 
majority of transactions. However, since the data 
was heavily weighted towards valid transactions, a 
more balanced dataset could enhance model 
performance. 

The manuscript proposes an enhanced fraud 
detection model using AI, specifically deep learning 
techniques, to improve the accuracy of detecting 
fraud in financial transactions. While it provides an 
in-depth overview of different fraud detection 
approaches, a comparative analysis of the proposed 

model against current state-of-the-art systems in 
real-world settings would further strengthen the 
study. Presently, many state-of-the-art systems 
employ machine learning and deep learning models, 
such as DTs, RFs, SVMs, RNNs, and CNNs, to analyze 
transaction data and identify fraud patterns (Kumar 
et al., 2018; Ahmad et al., 2020). 

Compared to these systems, the proposed model 
offers several benefits. It combines feature 
engineering with deep learning techniques, such as 
CNNs and LSTMs, to analyze both historical and real-
time transaction data, enabling it to identify complex 
patterns and anomalies that traditional machine 
learning models may miss. 

6. Conclusion 

In conclusion, this research introduced an AI-
based fraud detection model that integrates both 
supervised and unsupervised learning techniques. 
The model was trained on a labeled dataset 
containing 284,807 credit card transactions, both 
fraudulent and non-fraudulent. Four Python-based 
models were developed and evaluated for their 
effectiveness in identifying fraudulent transactions. 

KNN model achieved an impressive accuracy of 
99.94%, accurately predicting the legitimacy of 
credit card transactions. The RF model performed 
even better, with an accuracy of 99.96%, 
demonstrating its capability to classify nearly all 
parameters in the dataset. The SVM model also 
showed strong performance, reaching an accuracy of 
99.94% with only 51 misclassifications. LR attained 
accuracies of 99.92% and 99.91%, though with 
slightly higher misclassifications (70 and 77, 
respectively).  

Overall, the proposed AI-based fraud detection 
models demonstrated high accuracy and 
effectiveness in identifying complex fraudulent 
activities in credit card transactions. These models 
hold substantial potential for enhancing the accuracy 
of fraud detection systems, which could help 
financial institutions and customers avoid significant 
losses. 
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